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a b s t r a c t

The regulation of the energy metabolism is crucial to ensure the functionality of the entire organism.

Deregulations may lead to severe pathologies such as obesity and type 2 diabetes mellitus. The decisive

role of the brain as the active controller and heavy consumer in the complex whole body energy

metabolism is the matter of recent research. Latest studies suggest that the brain’s energy supply has

the highest priority while all organs in the organism compete for the available energy resources. In our

novel mathematical model, we address these new findings. We integrate energy fluxes and their control

signals such as glucose fluxes, insulin signals as well as the ingestion momentum in our new dynamical

system. As a novel characteristic, the hormone insulin is regarded as central feedback signal of the

brain. Hereby, our model particularly contains the competition for energy between brain and body

periphery. The analytical investigation of the presented dynamical system shows a stable long-term

behavior of the entire energy metabolism while short time observations demonstrate the typical

oscillating blood glucose variations as a consequence of food intake. Our simulation results demonstrate

a realistic behavior even in situations like exercise or exhaustion, and key elements like the brain’s

preeminence are reflected. The presented dynamical system is a step towards a systemic understanding

of the human energy metabolism and thus may shed light to defects causing diseases based on

deregulations in the energy metabolism.

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

The brain plays a decisive role in the regulation of the human
whole body energy metabolism (Peters et al., 2004, 2007a, b). That
motivates the investigation of the close link between cerebral
energy supply and peripheral metabolic responses of the organ-
ism. We want to gain specific information about the regulatory
elements of the brain in the human energy metabolism. In a novel
approach, the human energy metabolism is mathematically
modeled in a compact low-dimensional dynamical system so
that the two central roles of the brain in the energy metabolism
are addressed: first as a consumer and second as a superior
administrative instance. The low-dimensional dynamical system
models the integrative behavior of the whole body energy
metabolism. The focussed compartments of course contain an
enormous number of sub-systems from the biochemical via the
molecular to the individual level. In the same manner, the
interactions integrate tremendous amounts of relations, which
ll rights reserved.
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are partly redundant. To our best knowledge, we for the first time
include the brain as regulatory instance into such a mathematical
model of the whole body energy metabolism. The purpose of our
work is the development of a general model realistically
describing the whole body energy metabolism in healthy humans.

Theoretical background of our work is the selfish brain theory,
which provides a new approach to explain the regulation of the
human whole body energy metabolism (Peters et al., 2004,
2007a, b). The selfish brain theory specifies mechanisms of the
human brain to provide itself with adequate energy amounts
while competing with the body periphery. Within this theory, the
brain has two principal mechanisms to provide itself with
sufficient energy, on the one hand the regulation of the appetite
(ingestion) and on the other hand the allocation of energy
resources from the body periphery. The brain is regarded as
heavy energy consumer and superior regulatory instance and thus
has the strongest position in the competition for energy within
the body. The energy supply of the brain has the highest priority.
Thus, identifying control mechanisms of the brain is a major goal
to receive knowledge of pathological pathways and a systemic
understanding of the human energy metabolism. For instance,
recent clinical studies support the priority of the brain energy
supply (Öz et al., 2009). Our novel model bases on physiological

www.elsevier.com/locate/yjtbi
dx.doi.org/10.1016/j.jtbi.2010.02.033
mailto:matthiaschung@gmail.com
mailto:http://www.mathcs.emory.edu/conrad.3d


ARTICLE IN PRESS
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pathways, energy sensing, and regulations discussed and specified
in the review paper (Marty et al., 2007) and on controlling
mechanisms of the brain investigated in Wang and Mariman
(2008).

There exist various mathematical models describing interac-
tions of the involved main determents of the human glucose
metabolism. These models are based on the glucostatic, respec-
tively, lipostatic theory, in which blood glucose or lipids are the
regulated quantities (Kennedy, 1953; Mayer, 1953). Exemplarily,
one could mention the well-known Minimal Model and the
Ackerman Model (Ackerman, 1964; Bergman et al., 1981).

Nevertheless, recent mathematical models support central
aspects of the selfish brain theory (Langemann, 2007; Langemann
and Peters, 2008; Conrad et al., 2009). Furthermore, the impact of
brain energy on pathological conditions such as ischemia is
emphasized by means of detailed modeling and simulations of the
brain energy metabolism by Vatov et al. (2006). Consequently, we
see our novel model as a development of former mathematical
models including the brain as major controller.

In Section 2, we present the mathematical model, which
incorporates the central roles of the brain in the energy
metabolism. The model considers five parts: the cerebral
adenosine triphosphate (ATP; universal form of immediately
available energy in every body cell), the energy in the body
periphery in the form of glucose, glycogen, etc., blood glucose,
insulin, and the ingestion regulation. In particular, it contains the
competition for energy between brain and body periphery. The
model describes the whole body energy metabolism on a short
time scale with circadian ingestive behavior. Section 3 deals with
the long-term effects in the energy metabolism. We discuss the
transition to a middle-rate energy intake with its homeostatic
energy levels and investigate the stability properties of the model.
The model behavior is discussed in Section 4. A large class of
influences on the energy metabolism can be modeled. We
exemplarily demonstrate the scope of our new model by
simulations of the energy metabolism at rest as well as upon
exercise and exhaustion. We close our investigation with a
general outlook and prospects of further exploration in Section 5.
2. Brain centered energy model

Conceptually, our model consists of two major components: on
the one hand of energy fluxes between compartments and on the
other hand of signals directing the energy fluxes within the
organism. In our mathematical model, we consider the brain as
consumer and more importantly as the superior administrative
instance. In the following, we consider several energy metabo-
lites, where A denotes the brain energy amount identified as ATP
concentration, G is the blood glucose level, which is interpreted as
blood glucose concentration, and R denotes the energy resources
in the body (available energy reserves foremost in muscle/fat
tissue, liver, and gastrointestinal tract in the form of glucose,
glycogen, etc.). The model equations connect the time-derivatives
of the energy levels with the energy fluxes

_A ¼ fGA�uA, ð1aÞ

_G ¼�fGA�fGRþfRG, ð1bÞ

_R ¼ fGR�fRGþfin�uR : ð1cÞ

Here, fGA denotes the glucose flux from the blood into the brain
across the blood brain barrier, fGR is the insulin dependent glucose
flux from the blood into the energy stores and fRG is the flux from
the energy resources into the blood. Food intake is modeled by the
flux fin, and it flows into the resource compartment since it
comprises the gastrointestinal tract amongst others. Furthermore,
the system contains the energy consumption of brain uA and
periphery uR. Hence, the need of the organism to consume energy
is included in our model. Our model (1) bases on the conservation
of energy. The only energy source in our model equations is fin

whereas energy sinks are uA, the energy consumption of the brain,
and uR, the energy consumption of muscle, fat, and others. Note,
various types of energy, such as fat, glycogen, and glucose, are
combined in the energy resources compartment R. Therefore, the
energy consumption c2 includes also the internal energy used to
store and transform energy metabolites into other types of energy
sources, e.g. biochemical processes of formation and mobilization
of glycogen and fat/lipids. Moreover, since the energy resources
compartment R includes the gastrointestinal tract, the energy
intake model by fin directly appears in this compartment.

In addition to energy metabolites, our model contains control
signals such as the plasma insulin concentration denoted by I and
the ingestion of energy H. The signals I and H are described by the
differential equations

_I ¼ sAI�sI,

_H ¼ sVH�sH:

The signal sAI describes the influence of the brain ATP level A on
the insulin concentration I. In the following, the function V models
the appetite and sVH the appetite dependent food intake. The
signals sI and sH represent the self-inhibition of insulin secretion
and ingestion, respectively.

The fluxes described above are forming a conceptual relation
between compartments, signals, and energy fluxes within the
organism. Next, we will specify the qualitative behavior of the
fluxes and signals in our brain centered energy model. Generally,
inductive influences are modeled as proportional relations and
prohibitive influences are described by anti-proportional
relations. This simplification catches the qualitative behavior,
and it is able to model the quantitative behavior in the sense of a
possible stationary point.

The glucose flux from the blood compartment into the brain
crossing the blood brain barrier fGA is specified by facilitated
diffusion intensified by a factor p1 [M s�1], i.e. fGA ¼ p1G=A. The
smaller the actual cerebral ATP level A, the greater the flux is.
Furthermore, glucose G needs to be available in the blood to cross
the blood brain barrier. The glucose flux via the insulin dependent
glucose transporter GLUT4 from the blood compartment into
liver, muscle and fat tissue occurs if the blood glucose concentra-
tion G is high and the hormone insulin I is available in the blood at
the same time. Hence, the insulin dependent glucose uptake from
the blood into the stores is modeled by fGR ¼ p2GI modulated by
the parameter p2 [(M s)�1]. Our model combines energy resources
and metabolites, such as lactate, glycerol, and glucogenic amino
acids, in the compartment R. We assume glucose to be the only
metabolite crossing the resources compartments R and the blood
compartment G. Likewise, the energy flux from the resources into
the blood compartment fRG is represented by facilitated diffusion
proportional to the energy resources R and anti-proportional to
the actual blood glucose concentration G with a factor p3 [M s�1],
i.e. fRG ¼ p3R=G.

We assume the influx of energy into the resource compart-
ment R to be proportional to the energy ingestion H with a factor
p6 [M s�1], hence fin ¼ p6H. For now, our model assumes the
energy consumption of the brain uA ¼ c1 [M s�1] and the energy
consumption of the periphery uR ¼ c2 [M s�1] to be constant. In
the following, c :¼ c1þc2 denotes the total energy consumption of
the organism.

The hormone insulin acts not only as local response to the
blood glucose concentration. Moreover, it is regarded as central
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feedback signal of the brain sAI ¼ p4A with an insulin secretion
factor of the pancreatic b�cells p4 [s�1]. The brain may supply
itself with energy by dropping the insulin concentration and
therewith suppressing the glucose flux into the periphery
(allocation mechanism). The degradation of insulin is supposed
to be of first order sI ¼ p5I with the insulin degradation rate
p5 [s�1].

Low brain ATP A, insulin I, and blood glucose G cause appetite
so that V anti-proportionally depends on brain ATP, blood glucose,
and insulin amplified by a factor p8 [M3], i.e. V ¼ p8/(AGI). We
assume the signal onto the energy ingestion to be appetite
dependent sVH ¼ p7f ðVÞ with a unitless parameter p7. For once we
abstract from the precise form of the ingestion activation function
f and just assume f to be monotonously increasing in V and
saturated. That means f : ½0,1Þ-½0,fmax� with f 0ðVÞZ0 for all V

and limV-1 f ðVÞ ¼ fmax. Furthermore, the assumption of at most
one inflection point seems natural, and we get f 0ðVÞ40 for all V

with 0o f ðVÞo fmax. Since we have in mind that a small appetite
induces a nearly vanishing ingestion, we call a function f fulfilling
these conditions sigmoidal. Furthermore, we suppose the energy
ingestion to be subject to a self-inhibition sH ¼ p7H.

Thus, our novel model of the energy metabolism is given by
the system of the five ordinary differential equations

_A ¼ p1
G

A
�c1, ð2aÞ

_G ¼�p1
G

A
�p2GIþp3

R

G
, ð2bÞ

_I ¼ p4A�p5I, ð2cÞ

_R ¼ p2GI�p3
R

G
þp6H�c2, ð2dÞ

_H ¼ p7ðf ðVÞ�HÞ ð2eÞ

with

V ¼
p8

AGI
: ð2fÞ

All functions A, G, I, R, H, and V are functions in time t and are
assumed to be positive. Likewise, the model parameters p1, y, p8

and c1,c2 are supposed to be positive. Fig. 1 visualizes the different
fluxes and signals of model (2).

Describing fluxes by quotients of quantities is fairly uncom-
mon. The linear approach is more prevalent in which fluxes are
Fig. 1. Energy fluxes between compartments (solid) and control signals directing

the energy fluxes in the organism (dashed). Energy supply chain of periphery R,

blood glucose G, and brain ATP A. The ingested energy H passes resources R and

blood G and is transported into the brain as final consumer. Energy is consumed by

the brain (c1) and the periphery (c2). While the appetite V (affected by A, G, and I)

controls the ingestion H, insulin I additionally controls the allocation to the brain

via control of the blood glucose flux.
modeled by differences of quantities. This can be seen as passive
diffusion process. However, since we are interested in controlled
diffusion processes, we model fluxes by quotients of quantities.
For instance, the flux fGA ¼ p1G=A in Eq. (2a) is controlled by the
brain compartment. Suppose the cerebral energy level A is low,
the diffusion process from the blood compartment into the brain
is accelerated by the low energy level in the brain compartment.
Contrary, high levels of A inhibit the diffusion process into
the brain.

We get a first insight into the overall behavior of the energy
fluxes and the energy related signals by two simple mind games.
First, suppose that the brain ATP concentration A decreases below
an ‘‘adequate’’ level (compare Fig. 2(a)). This has a direct impact
on the alteration of blood glucose G and insulin I. Since A

decreases the positive stimulus on the insulin secretion p4A drops
and the insulin level will decrease. By this, the brain reduces the
blood glucose uptake into the peripheral tissue p2G I and allocates
itself energy. Furthermore, the change in A has some impact on
the blood glucose level G in three more ways. First, the blood
glucose compartment deals with an increased flux to the brain via
p1G/A (increased blood pressure, permeability of the blood brain
barrier). Second, the energy resources of the body are increasingly
tapped by p3R/G (increases glucagon and therefore causing the
liver to convert stored glycogen into glucose), and thirdly
the blood glucose G is prevented to drift and to be stored into
the muscle and fat tissue via p2GI. This effect is amplified by the
mentioned reduction of insulin I. The decrease of blood glucose G

is only prevented by the flux of energy from the resources R into
the blood stream. While not ‘‘sufficient’’ energy is ingested
(positive stimulus via p6H), the energy resources R (glycogen,
energy substrates from the digestive tract, muscle, fat tissue, and
liver) decrease, blood glucose G is further reduced, and the brain
ATP concentration A is threatened to drop even more. Thus, if the
energy resources R are depleted, only the ingestion of energy H

may provide the required energy for the entire organism. Since A,
G, and I are reduced, the appetite defined by V ¼ p8/(AGI)
increases. In case the appetite V exceeds a certain limit f ðVÞ4H (f

is a strictly monotonously increasing function), the organism will
ingest nutrients. By this, the organism is protected from running
out of energy. This is a first verbal explanation for model (2)
ensures that the brain as the hierarchical highest organ is
sufficiently supplied with energy.

Second, we discuss the brain ATP level A to be elevated above a
‘‘normal’’ level (compare Fig. 2(b)). The energy flux to the brain
decreases via p1G/A (reduced blood pressure, less permeable
blood brain barrier). In the same line, insulin is synthesized via
p4A to enable blood glucose to enter liver, muscle and fat tissue
via its GLUT4 receptors (p2GI). Hence, the organism stores glucose
in the peripheral energy resources R.

The considerations above give a first insight into the behavior
of model (2). We verify the argumentations by investigations and
simulations in the following. Further analysis on the qualitative
behavior will be presented in the following sections.
3. Model analysis

3.1. Scaling

Our model (2) consists of eight parameters pj, j¼1,y,8, and
the energy consumptions c1, c2. All these parameters contain
quantitative physiological information. By rescaling we will be
able to reduce the complexity of eight down to five parameters
while maintaining the behavior of our model, merely changing
the scales. We set
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Fig. 2. Energy flux in the organism. Figure (a) shows the energy supply chain in case of low brain ATP A. Beside a flux from the blood glucose G towards the energy resources R

controlled by insulin I, all others flow toward the brain compartment A, which therefore symbolizes the highest hierarchical level in energy supply. Figure (b) shows the energy

efflux and inhibition of the system. This situation occurs in case of high brain ATP A. The energy mainly flows from the brain into peripheral energy stores R.
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A¼ aA0, G¼ gG0, I¼ iI0, R¼ RR0, H¼ ZH0, t¼ t0=t,

with a¼ g¼ R and

t¼ p5, a¼ p1

t , i¼ t
p2

, Z¼ ta
p6

,

and we denote new quantities

c01 ¼
c1

p1
, c02 ¼

c2

p1
, p03 ¼

p3

p1
, p04 ¼

p4a
p2

,

p06 ¼
p6

p1
, p07 ¼

p7

p5
, p08 ¼

p8

a2i
:

We now replace X0-X for XAfA,G,I,R,H,c1,c2,p3,p4,p6,p7,p8g, and
the scaled dynamical system reads

_A ¼
G

A
�c1, ð3aÞ

_G ¼�
G

A
�GIþp3

R

G
, ð3bÞ

_I ¼ p4A�I, ð3cÞ

_R ¼ GI�p3
R

G
þH�c2, ð3dÞ

_H ¼ p7ðp6f ðVÞ�HÞ, ð3eÞ
with

V ¼
p8

AGI
, ð3fÞ

with the five parameters p3, p4, p6, p7, and p8.
3.2. Transition for increasing ingestion sensitivity

The parameter p7 reflects the sensitivity of the organism in
ingesting nutrition consistent with its need for energy. A low
value of p7 indicates a slow adaption to the body’s energy needs
while a rather high value corresponds to a fast adaption of the
body’s energy needs. For further increasing p7 the ingestion is
strongly regulated so that the energy uptake immediately satisfies
the needs of the organism.

Let us consider a system of the form

_x ¼fðx,yÞ, xð0Þ ¼ x0ARd�1, ð4aÞ

_y ¼ kðcðxÞ�yÞ, yð0Þ ¼ y0AR, ð4bÞ

with sufficient smooth functions f : Rd�1
�R-Rd�1, c :

Rd�1-R and a parameter k40. We show that the solution
x(t) tends to the solution of a lower-dimensional system for
increasing k.
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Theorem 3.1. If the function f is Lipschitz-continuous with respect

to the second variable y, then the solution of system (4) fulfills

lim
k-1

yðtÞ ¼cðxðtÞÞ ð5Þ

for every fixed time instant t and the limit

lim
k-1

xðtÞ ¼ uðtÞ ð6Þ

is a solution of the differential equation _u ¼fðu,cðuÞÞ.

Proof. The second equation of system (4) is the inhomogeneous
linear differential equation _yþky¼ kcðxÞ with the solution

yðtÞ ¼ y0e�ktþk

Z t

0
ekðt�tÞcðxðtÞÞdt

¼ y0e�ktþcðxðt1ÞÞ

Z t�e

0
kekðt�tÞ dtþcðxðt2ÞÞ

Z t

t�e
kekðt�tÞ dt,

with some t1A ½0,t�eÞ and t2Aðt�e,tÞ for every eAð0,tÞ. Now, it
holds

lim
k-1

Z t�e

0
kekðt�tÞ dt¼ 0, lim

k-1

Z t

t�e
kekðt�tÞ dt¼ 1

and hence

lim
k-1

yðtÞ ¼cðxðt2ÞÞ,

with a t2Aðt�e,tÞ for every small e40. The transition e-0 yields
the required result (5). Since the function f is Lipschitz-
continuous with respect to y, it holds true that a disturbance in
the parameter y bounds the disturbance in the solution x for every
fixed time instant t, thus (6) holds (Walter, 1970). &

Performing this procedure on the dynamical system (3) with
x¼ ðA,G,I,RÞ>, y ¼ H, c¼ p6f , and p7 in the role of k, the transition
with an increasingly strong regulation of H, i.e. p7-1, leads to
the lower dimensional system of differential equations

_A ¼
G

A
�c1, ð7aÞ

_G ¼�
G

A
�GIþp3

R

G
, ð7bÞ

_I ¼ p4A�I, ð7cÞ

_R ¼ GI�p3
R

G
þp6f

p8

AGI

� �
�c2, ð7dÞ

with the four parameters p3, p4, p6, and p8. With the dynamical
system (7) we obtained a description of the human whole body
energy metabolism on a long time scale by regarding the mean
ingestion of energy. In system (3), the ingestion is dynamically
regulated, and it may oscillate around p6f(V) on a short time scale.
On a long time scale, the oscillation is negligible, and the mean
regulation of H to p6f(V) becomes more and more important. Thus,
system (7) generated by p7-1 can be regarded as long-term
model of the human energy metabolism.

3.3. Stability analysis

This subsection deals with existence and uniqueness of
stationary points, and we investigate their stability behavior.

Proposition 3.2. If cop6fmax holds true, then the system of

differential equations (3) has exactly one stationary point

ðA1,G1,I1,R1,H1Þ
>.

Proof. With the stationary condition _A ¼ _G ¼ _I ¼ _R ¼ _H ¼ 0,
we get

H1 ¼ c¼ c1þc2
by adding (3a), (3b), and (3d). Eq. (3e) yields p6f ðV1Þ ¼ c. Due to
the preconditions, we find a unique V1 ¼ f�1ðc=p6Þ. From Eqs. (3a)
and (3c), we know

G1 ¼ c1A1 and I1 ¼ p4A1:

Due to Eq. (3f), it holds true A1G1I1 ¼ p8=V1, what leads to

A1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p8

c1p4V1

3

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p8

c1p4f�1ðc=p6Þ

3

r
:

Finally, Eq. (3b) provides

R1 ¼
c2

1A1
p3
ð1þp4A2

1Þ:

Thus, the stationary condition has lead to a single stationary
point. &

Proposition 3.3. If cop6fmax holds true, then the system of

differential equations (7a) has the unique stationary point

ðA1,G1,I1,R1Þ
>
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p8

c1p4f�1ðc=p6Þ

3

r
,c1A1,p4A1,

c2
1A1
p3
ð1þp4A2

1Þ

� �>
:

Proof. The proof is done by straightforward calculation starting
with system (7). &

Hence, the stationary point of system (7) is a projection of the
stationary point of system (3). Thus, both stationary points
coincide in the occurring quantities. The condition cop6fmax is
metabolically reasonable because the ability to ingest the
consumed energy is a necessary condition for the existence of
stationary states of the organism.

Theorem 3.4 will give inside to the long-term behavior of our
model.

Theorem 3.4. In the case p6 f(V) ¼ V and on conditions

p8

p4
rc1c, ð8aÞ

c1crp4p8 if c1r1, ð8bÞ

c2
1crp4p8 if c141, ð8cÞ

c2
1 rp3, ð8dÞ

the stationary point ðA1,G1,I1,R1Þ
> of system (7) is asymptotically

stable.

Proof. The Jacobian of the dynamical system (7) is given by

J¼

�
G

A2

1

A
0 0

G

A2
�

1

A
�I�

p3R

G2
�G

p3

G
p4 0 �1 0

g0GI Iþ
p3R

G2
þg0AI Gþg0AG �

p3

G

0
BBBBBBBBB@

1
CCCCCCCCCA

,

with g(C)¼ p8/C, g
0

(C) ¼ �p8/C2, and C ¼ AGI, C40. Since
G1 ¼ c1A1, I1 ¼ p4A1, and p3R1=G2

1 ¼ p4A1þ1=A1, the Jacobian
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in the stationary point ðA1,G1,I1,R1Þ
> reads

J1 ¼

�
c1

A1

1

A1
0 0

c1

A1
�

2

A1
�2p4A1 �c1A1

p3

c1A1
p4 0 �1 0

p4c1g0A2
1 2p4A1þ

1

A1
þp4g0A2

1 c1A1ð1þg0A1Þ �
p3

c1A1

0
BBBBBBBBB@

1
CCCCCCCCCA
:

We will show that J1 has eigenvalues with negative real parts
only (see Appendix A for details on calculation). The characteristic
polynomial reads

detðJ1�lEÞ ¼ a4l
4
þa3l

3
þa2l

2
þa1lþa0: ð9Þ

Since g0ðCÞo0 holds, the coefficients a0,y,a4 are positive for all
parameters, i.e. the necessary condition for negative real parts
holds true.

Following the Hurwitz criterion, we investigate the minors

H1,H2,H3, and H4 of the Hurwitz determinantes (Khalil, 2002). It

holds H1 ¼ a340 and since H4 ¼ a0H3 it determines H440 if and

only if H340. Therefore, we have to investigate the positivity of

the critical terms H2 and H3. As the minor H2 is linear in g
0

(C) and

H3 is quadratic in g
0

(C), we get with Taylor expansions

H2ðg
0ðCÞÞ ¼ a3a2�a4a1 ¼H2ð0Þþg0ðCÞ �H02ð0Þ

and

H3ðg
0ðCÞÞ ¼ a1a2a3�a0a2

3�a2
1a4 ¼H3ð0Þþg0ðCÞ

�H03ð0Þþ1=2ðg0ðCÞÞ2 �H003ð0Þ:

Since H2ð0Þ and H3ð0Þ are constructed by positive terms only, it

follows H2ð0Þ40 and H3ð0Þ40. Thus, sufficient small jg0ðCÞj

always assures stability. Since g0ðCÞo0 holds, the condition

H02ð0Þo0 leads to H2ðg
0ðCÞÞ40 for all g

0

(C). Inequality (8d)

provides H02ð0Þo0. Condition (8a) implies A1o1. If additionally

inequality (8b) respectively (8c) is satisfied, the negative

summands of H03ð0Þ dominate the positive summands of H03ð0Þ
and therefore H03ð0Þo0. Finally, the condition H02ð0Þo0 assures

H003ð0Þ40, which proves the asymptotical stability of the sta-

tionary point ðA1,G1,I1,R1Þ
>. &

Remark. The conditions (8) are sufficient but not necessary. The
parameter set leading to an asymptotical stable system behavior
is larger.

In other words, provided the inequalities (8) are satisfied, the
solution of the system of differential equations (7) settles to a set-
point over time. This implies that the system is in a homeostatic
state if we regard the mean ingestion of energy. How may the
conditions (8) now be construed?

The inequalities (8a)–(8c) provide a lower, respectively, upper
bound for the energy consumptions c1 and c2. These bounds
depend on allocation p4 as well as on appetite p8. This implies that
the brain’s pathways of energy supply restrict the total energy
consumption of the organism. The ratio of appetite and allocation
provides the lower bound indicating that the brain first tries to
provide energy via allocation. The product of allocation and
appetite is the upper bound. Furthermore, from a physiological
point of view inequality (8d) holds if the energy release from the
stores into the blood p3 dominates the cerebral energy consump-
tion c1.

Remark. If H02ð0Þ or H03ð0Þ is positive, one of the stability
conditions (8) is not satisfied, wherefore we need a restriction
on g

0

(C), i.e. sufficient small jg0ðCÞj, to receive stability. Unstable
situations occur for very large jg0ðCÞj and positive H02ð0Þ or H03ð0Þ.
Remark. Theorem 3.4 gives stability conditions for the scaled
parameters in Section 3.1. For the non-scaled parameters the
stability conditions read

p2
2p2

5p8

p1p4
rc1c, ð10aÞ

c1c

p1
rp4p8, if c1rp1, ð10bÞ

c2
1c

p2
1

rp4p8, if c14p1, ð10cÞ

c2
1

p1
rp3: ð10dÞ

Remark. System (3) features an instable stationary point imply-
ing that oscillating behavior may occur.

4. Simulation results

In this section, we examine the behavior of our model (2)
including the ingestion dynamic. We simulate the human whole
body energy metabolism at rest and the effects on the energy
metabolism during exercise and exhaustion. These interventions
influence the energy consumption of the organism modeled by
time dependent functions c1(t) and c2(t). Since we are additionally
interested in the long-term behavior of our metabolism model, we
examine our long-term model (7). In order to obtain physiological
values we refer our simulations to the non-scaled models (2) and
(12). Here, (12) is the non-scaled reading of the long-term model
(7). It can be derived by equivalent calculations of Section 3.1.

Exemplarily, we use the monotonously increasing function

f ðVÞ ¼
1

2
þ

1

p arctan
V�p9

p10

� �
ð11Þ

describing the stimulus on food intake depending on appetite V.
Here, the unitless parameter p9 gives a loose intake threshold
while p10, which is unitless as well, controls the sensitivity of the
ingestion stimulus. Since f ðVÞA ½0,1�, the ingestion is modeled
with maximal intake for f(V) ¼ 1 and no uptake for f(V) ¼ 0.

As derived in Section 2 each parameter in our model (2) has a
physiological interpretation. Rough estimates of our model
parameters p1, y, p5 and c1, c2 can be derived from the literature.
The parameters p6, y, p10 are related to ingestion and estimates
are harder to quantify.

We choose p1 � 0:004 mM=s for the glucose diffusion rate
across the blood brain barrier (Tsuji, 2005). Baron and Clark
(1997) quantify the insulin dependent whole body glucose uptake
with 0.06 mM/s. This corresponds to p2 � 0:00013 ðpMsÞ�1. (Fla-
koll et al., 1992) specify the amount of glucose stored in the body
per time unit (p3 � 0:01 mM=s). For the insulin secretion rate we
choose p4 � 5:7 s�1, see Simon et al. (2000), and information about
insulin clearance can be found in Fugleberg et al. (1982)
(p5 � 7:1 s�1). Flakoll et al. (1992) specify the maximal rate of
glucose utilization (c� 0:07 mM=s), which provides an insight
into the peripheral energy consumption c2 and the cerebral
energy consumption c1, since the brain uses about 25% of the total
body glucose utilization (Clark and Sokoloff, 1999). Starting
with these rough approximates we performed an parameter
estimation to identify a parameter set, which reflects the typical
daily profiles of plasma glucose, insulin, and ATP levels (compare
Day et al., 2003; Ainscow et al., 2002). The identified parameter
values p¼ ðpjÞ

10
j ¼ 1 ¼ ð0:001,0:0001,0:03,5:8,0:04,50,0:005,1800,3:1,

0:00005Þ> and c1 ¼ 0.005, c2 ¼ 0.025 replicate a healthy organism
as illustrated in Figs. 3–6.
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Fig. 3. Brain ATP A, blood glucose G, insulin I, and energy resources in the body R without intervention simulated by model (2). The concentrations increase after food

intake (vertical lines) and decrease due to the energy consumption of the organism.

Fig. 4. Brain ATP A, blood glucose G, insulin I, energy resources in the body R, and ingestion H without intervention simulated with model (2). Modeling the appetite

regulation on a short time scale yields cyclic ingestive behavior and thus oscillating concentrations in the compartments. After food intake the concentrations increase and

they decrease due to the energy consumption of the organism.
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4.1. The energy metabolism at rest

Simulations with system (2) show periodic ingestive behavior
and oscillating concentrations in all compartments (compare
Fig. 3 for a detailed view and Fig. 4 in the Appendix). The
simulation results reflect both mechanisms to provide the brain
with sufficient energy, allocation and ingestion. When the brain
ATP level A decreases, the brain first protects its energy supply via
allocation. The insulin concentration I drops in order to reduce the
glucose uptake into the resources and to strengthen the glucose
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Fig. 5. Brain ATP A, blood glucose G, insulin I, energy resources in the body R, and ingestion H with physical exercise (solid) and during exhaustion (dashed) compared to

the simulation results without interventions (dash-dot). Shown are the simulation results of model (2) with the function f (11). During exercise the peripheral energy

consumption c2 is increased by 50% whereas during exhaustion the brain energy consumption c1 is increased by 2% and the peripheral energy consumption c2 is reduced by

10% (gray background).
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flow across the blood brain barrier from the blood into the brain.
The available blood glucose is assimilated into the brain since the
glucose flux across the blood brain barrier is insulin independent.
By the time, the blood glucose content G additionally decreases,
the allocation mechanism is not sufficient to adequately supply
the brain with energy so that the appetite additionally rises. The
food intake H increases and food is ingested. Hereafter, the energy
levels R, G, and A increase, first the energy resources R (at
t� 0:692 h, see Fig. 3) as it includes the gastrointestinal tract.
Following, the ingested energy attains to the blood (t� 0:695 h)
and to the brain (t� 0:700 h). Finally, the insulin concentration I

increases (t� 0:706 h) since the hormone is required to abolish
excess glucose from the blood. Thus, the model (2) reproduces the
physiological periodic appetite generation due to social or natural
cycling (Langemann and Peters, 2008) generating oscillating
energy levels in the compartments.

In the course of the day, the blood glucose concentration varies
from about 5.3 to 7:5 mmol=‘ whereas the insulin concentration
lies between 120 and 180 pmol=‘ (Day et al., 2003). With these
blood glucose concentrations the brain ATP level is about 0.9–
1:2 mmol=‘ (Ainscow et al., 2002). According to Day et al. (2003) it
takes about 18 min for glucose and 26 min for insulin to reach
the maximum concentration after meal. In our simulations, the
maxima are reached after 11.6 and 25.2 min, respectively. The
simulation results of model (2) show a realistic behavior of the
circadian rhythm of the healthy human whole body energy
metabolism at rest.

Long-term effects in the energy metabolism are simulated by
model (12). The unique stationary point ðA1,G1,I1,R1Þ

>

� ð0:74,4:62,107:24,100:91Þ> of system (12) is asymptotically
stable since the chosen parameter values fulfill the conditions
(10). In the simulation results, we observe stable energy levels
(compare Fig. 6 before the intervention interval). This can be
interpreted as the energy metabolism is homeostatically regu-
lated on a long time scale.
4.2. The energy metabolism upon exercise

Here, we discuss a long-term load as it exemplarily occurs with
a marathon. During physical exercise more energy is consumed by
the organism, particularly by the muscle tissue. In our mathema-
tical model, this intervention can be modeled by a temporary
increase in peripheral energy consumption c2.

With our model (2) we observe an increased food intake with
the long-term load and stronger oscillations in all compartments
(compare solid lines in Fig. 5). Compared to the resting state
(dash-dotted lines) the energy levels increase to a bigger extent.
Furthermore, more energy is consumed by the body during
exercise so that the energy levels drop.
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Fig. 6. Brain ATP A, blood glucose G, insulin I, and energy resources in the body R with physical exercise (solid) and during exhaustion (dashed) compared to the simulation

results without interventions (dash-dot). Shown are the simulation results of model (12) with p6 f(V) ¼ V, which describes effects on a long time scale. During exercise the

peripheral energy consumption c2 is increased by 50% whereas during exhaustion the cerebral energy consumption c1 is increased by 2% and the peripheral energy

consumption c2 is reduced by 10%. The gray background marks the intervention interval.
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In order to assure the energy supply of the organism during a
long-term load more energy is ingested, and food intake occurs
more frequently. Thus, the ingested energy increases the
resources in the body, and more glucose is available in the blood
to satisfy the energy demand. Compared to the resting state the
brain ATP level increases as well. The energy flux across the blood
brain barrier slightly increases as the blood glucose concentration
is elevated while the energy demand of the brain remains stable.
Compared to the resting state the insulin concentration increases
since the brain is not lacking energy, and the available energy is
allocated to the periphery especially to the muscles.

Regarding the long-term effects with system (12) we observe
that increased peripheral energy consumption c2 causes de-
creased energy levels A, G, and R as well as reduced insulin
concentration I on a long time scale (compare solid lines in Fig. 6).
During physical exhaustion more energy is consumed, which
reduces the energy resources in the body R, the blood glucose
concentration G, and slightly the brain ATP level A. The lower
brain energy content A activates the allocation via reduction of
the insulin level I to assure the energy supply of the brain.
4.3. The energy metabolism upon exhaustion

In this subsection, we discuss exhaustion as it exemplarily
occurs during hypoxia. In our model, this intervention can be
interpreted as temporary increase in brain energy consumption c1

and reduced peripheral energy consumption c1. A transient
increase in cerebral activity due to hypoxia has been observed
experimentally (Inoue et al., 2004).

Our simulations with model (2) upon exhaustion are shown in
Fig. 5 (dashed lines). Compared to the resting state (dash-dotted
lines) we observe a decreased ingestion H. Hence, less energy
flows into the resources R and the blood G. The cerebral ATP level
A slightly decreases compared to the resting state since more
energy is consumed by the brain due to cerebral activity. The
insulin concentration I decreases, too, so that the available energy
is allocated to the brain.
Now, we regard the long-term effects with our model (12).
Fig. 6 shows the simulation results during exhaustion (dashed
lines) in comparison to the resting state (dash-dotted lines). After
onset of the intervention, the brain ATP level A first decreases
before it increases above its value at rest. A transient increase
followed by a gradual decrease in cerebral activity has been
observed experimentally during hypoxia (Inoue et al., 2004), what
corresponds to our simulation results. But so far it is unknown
how the brain ATP level reacts to hypoxia. After the intervention,
the cerebral energy consumption returns to the normal value,
what leads to a slight increase in the brain ATP level. The insulin
concentration I reacts in the same manner in order to assure the
brain energy supply via allocation. The blood glucose concentra-
tion G quickly rises after onset of the intervention caused by the
reduced peripheral energy consumption, and it returns to the
normal value after the intervention. This simulation result is
supported by the experimental observation that exhaustion
induced by hypoxia causes reduced glucose infusion rates in
euglycemic clamp experiments (Oltmanns et al., 2004). Caused
by the reduced peripheral energy consumption we observe
rising energy resources in the body R compared to the level at
rest as well.
5. Discussion and conclusion

We presented an autonomous dynamical system describing
the human energy metabolism including the brain not only as
consumer but also as superior administrative instance in the
regulatory system. The mathematical model describes the brain
ATP level, the blood glucose concentration, and the peripheral
energy combining fat, muscles, liver, and gastrointestinal tract.
The hormone insulin is regarded as feedback signal of the brain.
Furthermore, the allocation mechanism and the ingestion regula-
tion are included in the model. These mechanisms provide the
brain with sufficient energy.

Generally, mathematical models of the energy metabolism
base on theoretical principles. One fundamental principle is the



ARTICLE IN PRESS
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energy transfer balance, which is achieved with the described
model. In our model, we add the competition for energy resources
mainly between brain and periphery and the priority of the
brain energy supply. Brain ATP plays a decisive role in our
mathematical model. The allocation of energy resources
within the body mediated via the insulin concentration as well
as the appetite are mainly regulated by the brain energy content.
Thus, our model comprises the central role of the brain in
regulating the energy metabolism, interpreted as the priority of
the brain energy supply in the principle of competition for energy
resources.

The simulation results show a realistic qualitative behavior of
the energy metabolism. Modeling the appetite regulation on a
short time scale yields the physiological periodic food intake and
oscillating energy levels in the compartments. Therefore, the
model describes the circadian ingestive behavior with the typical
blood glucose and insulin variations. However, examining a mean
ingestion on a long time scale results in stable, respectively,
homeostatic energy levels. Additionally, our model realistically
reflects certain scenarios such as exercise and exhaustion. The
presented brain centered energy metabolism model including the
two central roles of the brain is a step into a systemic
understanding of the human energy metabolism, and therefore
it may give insight into pathological pathways.

In forthcoming investigations, we want to examine the
presented model behavior dealing with certain medical interven-
tions such as glucose tolerance tests. A sensitivity analysis of the
model parameters will be conducted with our model. Comparing
the model with medical data may result in new insights and
understanding of the energy metabolism. Imbalances in the
energy metabolism lead to metabolic diseases like obesity,
anorexia, and type 2 diabetes mellitus. These pathologies feature
certain disease patterns, but the origins are fairly unknown. Their
symptoms suggest the influence of certain model parameters,
which can be interpreted as possible cause of the disease.
Additionally, our model shall be expanded by further compart-
ments, and it shall be discussed in its interactions to other
regulatory systems as the stress axis (Conrad et al., 2009) and
memory (Langemann et al., 2008).
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Appendix A. Detail appendix for the proof of Theorem 3.4

The coefficients of the characteristic polynomial (9) are given
by

a4 ¼ 1,

a3 ¼
p3þc1ð2þc1þA1þ2p4A2

1Þ

c1A1
,

a2 ¼
c2

1þc1p3þp3þA1ðc2
1þ2c1þp3Þþ2c2

1p4A2
1þp4A3

1ð2c1�p3g0Þ

c1A2
1

,

a1 ¼ 3p4c1þ

p3þc1þ
p3

c1

A2
1

�p3p4g0 2þ
A1
c1

� �
,

a0 ¼�3p3p4g0:
The Hurwitz determinates H2 and H3 in g
0

¼0 read

H2ð0Þ ¼ ðc
2
1A3
1Þ
�1
ðc4

1þ4p3c2
1þp2

3þc3
1ð2þp3Þþp3c1ð2þp3Þ

þA1ð2c1þc2
1þp3Þ

2
þp4c1A3

1ð8c1þ3c2
1þ4p3Þþ4c2

1p2
4A5
1

þ2c2
1p4A4

1ð1þ2c1p4Þþc1A2
1ðp3þ2c3

1p4þ2p3p4þc2
1ð1þ6p4Þ

þc1ð2þ4p3p4ÞÞÞ,

H3ð0Þ ¼ ðc
3
1A5
1Þ
�1
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1þp3Þ
2
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1þp3þc1p3Þþð2c1þc2
1
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1ð15c4
1þ3c5
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1p3þ4p2
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þc1p3ð8þ7p3Þþc3
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1þ6c4

1p2
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with its first derivatives in g
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and the second derivative of H3 in g
0

¼0 is given by
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1 ð2p2
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Appendix B. Appendix for the numerical simulations in
Section 4

The numerical simulations on a long time scale with the
system (7) were done with the non-scaled system in order to
obtain physiological values. We choose p6f(V) ¼ V and then the
non-scaled system (7) reads

_A ¼ p1
G

A
�c1, ð12aÞ

_G ¼�p1
G

A
�p2GIþp3

R

G
, ð12bÞ

_I ¼ p4A�p5I, ð12cÞ
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R

G
þ

p8

AGI
�c2, ð12dÞ

with the unique stationary point
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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r
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:
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